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ABSTRACT

Music performance is highly related to instrumentalists’ mo-
vements and one of the biggest challenges is the identification and
understanding of gesture strategies according to the plethora of
musical nuances (dynamics, tempo, etc..) available to performers.
During these past few years, a novel approach has been elaborated,
consisting in studying movement strategies through auditory ren-
dering. In this paper, we focus on the auditory analysis of tim-
pani (percussion) gestures. We present a novel interface combin-
ing movement simulation and sonification as a means of enhanc-
ing the auditory analysis of timpani gestures. We further report
the results from an evaluation of this interface, where we study the
contributions of sonification to the multimodal display.

1. INTRODUCTION

Musical performances are usually and naturally associated with
instrumentalists’ gestures, the importance of which has been in-
tensively documented and studied [1, 2]. Performer gestures can
traditionally be divided into two categories: effective and ancillary
ones. Effective gestures are those that are directly involved in the
sound production, sometimes fingers and hands, as for the clar-
inet or the piano. Conversely, ancillary gestures are not directly
involved in sound production processes, but are omnipresent in
musical performance and are an integral part of the performers ex-
pressivity.

The existence of such variabilities in instrumental gestures are
the common basis of gesture studies, usually conducted through
the analysis of motion data captured from real instrumentalists per-
forming with varying expressiveness and various gesture articula-
tions. The availability of such data makes the analysis immediately
relevant for the performing subject, and allows the exploration of
the influence of music variations on instrumental gestures, such as
gesture anticipation phenomena occuring under musical nuances
and tempo changes [3, 4, 5]. However the inter-dependance and
high dimensionality of gesture data makes it difficult to study the
gesture-sound relationship apart from a divide-and-conquer ap-
proach.

In this work we propose an approach combining movement
simulation and sonification for enhancing the perception of these
subtle variations occuring in instrumental gestures. The interface

allows for the selection of a wide range of gesture parameters as
well as their mapping to sonification methods. In our case we study
the gesture patterns of timpani players. With timpani players the
movements of the whole mallet-arm-shoulder system participates
to the effective gestures, and changes in gesture articulations can
alter the gesture strategies involved in the system. For instance
musical nuances can influence preparatory gestures preceding beat
impacts, especially for mallet extremity trajectories [5]. The simu-
lation of the instrumental gesture comes into play, as a possibility
to systematically control and study a variety of movement param-
eters.

The paper is organized as follows: section 2 discusses the pro-
posed work in the light of previous contributions, both regarding
gesture sonification and modeling. The framework used to model
and simulate timpani gestures is presented in section 3, provid-
ing the essential knowledge about the in-and-outs on which the
sonification is based. Section 4 details the sonification process
of our work, and particularly the sonification methods used. The
user interface is presented in section 5, as well as relevant ex-
periments that are possible to run with it. Section 6 presents a
psychophysical experiment that has been conducted with our sim-
ulation/sonification framework. Finally, section 7 discusses our
approach and concludes with further perspectives.

2. RELATED WORK

2.1. Gesture Sonification

Displays for movements of the human body are first and foremost
visual, a self-evident approach, since the human visual and cog-
nitive system seems highly adapted to perceive and interpret hu-
man motion [6]. However, sonification offers novel inspection
techniques that complement visual analysis by transforming data
into audible sound. Specific sonifications for this purpose have
already been developed to some extent by the authors [7, 8, 9].
This perception mode is beneficial for the movement data of tim-
pani players for two reasons: On the one hand, multivariate data
sets with complex information such as fast transient motions can
be perceived as one auditory stream. On the other hand the repet-
itive nature of timpani playing makes it easy for the listener to
establish similarities and differences in what is presented acousti-
cally, thereby making immediately sense of the auditory informa-

DAFX-1

http://www.techfak.uni-bielefeld.de/ags/ami/
http://www.cit-ec.de/home
http://www.uni-bielefeld.de
mailto:fgrond@techfak.uni-bielefeld.de
http://www.idmil.org
http://www.cirmmt.mcgill.ca
http://www.mcgill.ca
mailto:alexandre.bouenard@mail.mcgill.ca
http://www.techfak.uni-bielefeld.de/ags/ami/
http://www.cit-ec.de/home
http://www.uni-bielefeld.de
mailto:thermann@techfak.uni-bielefeld.de
http://www.idmil.org
http://www.cirmmt.mcgill.ca
http://www.mcgill.ca
mailto:marcelo.wanderley@mcgill.ca


Proc. of the 13th Int. Conference on Digital Audio Effects (DAFx-10), Graz, Austria , September 6-10, 2010

tion channel. Sonifications in this field have so far only represented
data that are directly related to the movement. However in simula-
tions, there are additional interesting data-streams such as efforts
for instance, which need to be displayed.

Simulated torques are such effort-related parameters, and can
be understood as the turning force that moves the structure of the
avatar, similarly to the force exerted through the muscles of the real
performer onto its joints. This situates our work in a long tradition
of sonification which is the auditory display of electromyography
(EMG) data. Early descriptions, can be found in 1958 [10] where
different conditions can be clearly distinguished acoustically. Re-
cent research has been conducted in [11] where modern sonifica-
tion methods are employed and the effect of the interactive nature
of EMG sonification has been studied. In this paper we introduce
sonification of torques from movement simulations and demon-
strate on a selected example how they can be integrated as inter-
esting dynamic features in an acoustic display.

More specifically, torques have already been used in [12] as a
sonification parameter, considering the avatar motion into a low-
dimensional PCA-space and using torques at the global level of
the human body. Our sonification work differently uses torques at
the joint level and makes no dimension-reduction hypothesis of the
avatar motion, thereby allowing the sonification of the motion of
each individual joint and to perceive its contribution to the global
motion. Additionally, we useSuperCollideras sound synthesis
engine which allows for a more flexible sound design compared to
the MIDI controled synthesis.

With respect to multimodal perception, interesting work can
be found in [13] which shows that sound dominates the temporal
perception and visualization dominates the spatial perception. The
potential of sound to alter visual perception is demonstrated in [14,
15].

Despite all these initial contributions to gesture sonification
and established results from perceptional psychology, audio-visual
displays of complex and specific movements such as the avatar in
our case have not been evaluated so far. This is why we decided
to perform a psychophysical experiment to investigate the effect of
sonification in a discrimination task.

2.2. Gesture Modeling

The modeling of instrumental gestures has often been under atten-
tion in computer music, mostly as a means of understanding the
relationship between actions applied to music instruments and the
resulting sounds. Based on models emulating real-world gesture
mechanisms, another important benefit of such a modeling/synthe-
sis approach is the interest to submit novel gesture parameters
to sound rendering processes. Modeling gesture parameters can
be more-or-less bounded to the gesture-sound interaction process.
Strongly related to the interaction phase is the modeling for in-
stance of contact [16] or attack [17] parameters. Other contribu-
tions aim at modeling complete instrumental gestures, including
preparatory phases in addition to the interaction process. Early
works have involved for instance MIDI-driven [18] or physically-
simulated gestures [19]. More recent attempts include such model-
ing/synthesis approach using pre-recorded motion data combined
with optimized dynamic systems [20], or statistical gesture models
[21, 22].

Another promising approach is to combine real body motion

data alongside with the simulation of physics laws, thereby main-
taining the sensorimotor realism of synthesized gestures with re-
gards to the performing task, as well as the responsive behavior of
gestural actions towards the surrounding environment [23]. This
has been successfully applied in the particular case of the model-
ing and simulation of percussion gestures to control sound synthe-
sis processes [24]. Such an approach can also have benefits for the
sonification process, as it provides not only kinematic clues about
timpani gestures – such as position, velocity and acceleration –
but also physical ones like forces and torques that can be related to
effort parameters during simulated performances. Such a gesture
model can therefore propose gesture parameters not easily avail-
able in motion capture settings, and also expand the reality in the
virtual domain for creating novel instrumental situations.

3. GESTURE MODELING AND SENSORIMOTOR
CONTROL

This section presents the framework used to model and simulate
timpani gestures. This work is based on the sensorimotor model
detailed in [23]. Here we only present the essential information
about the model to help the reader to understand its underlying
mechanisms,i.e. how pre-recorded real motion data used in con-
junction with our model can be useful to recover estimated phys-
ical features about the original motion. We furthermore highlight
the interest of such models for sonification purposes.

3.1. Modeling and Control

Figure 1 gives a summary of the data streams involved in the ges-
ture model, first by invoking a physics model parameterized by
anthropometric and biomechanical parameters coming from real
motion data. A second step is to control the model through a sen-
sorimotor control strategy based on the percussion gesture trace:
mallet extremity trajectories.

The gesture model is represented by a skeletonT composed of
a set of rigid bodies. The skeleton can cope both with static and dy-
namic parameters, cf. equation (1). Static parameters include pa-
rameters related to the human anthropometry, such as limbs’ mass
mi, densityρi, inertia tensorIi. Dynamic parameters can also
be taken into account, such as the way skeleton limbs are articu-
lated with each other. This involves especially how biomechanical
parameters of joints like stiffnesskj

s and dampingkj

d model ten-
sion/relaxation properties of human joints.

T = [{mi, ρi, Ii}i∈[1...N ], {k
j
s, k

j

d}j∈[1...M ]] (1)
FP = m.ΓP (2)

τP = IP .Ω̇ + Ω.IP .Ω (3)

Once the presented static/dynamic attributes of the gesture mo-
del are parameterized, a realistic simulation can be settled, setting
the model in motion according to the laws of physics. The physics
simulation processes at every time-step the linear accelerationΓP

and angular velocityΩ of each rigid body composing the gesture
skeleton, cf. equations (2) and (3). This process consequently
needs the knowledge of physical forcesFP and torquesτP to be
applied on the rigid bodies to put the gesture skeleton into motion.

The described gesture model has several advantages, (a) it
takes the anthropomorphic and biomechanical properties of the hu-
man body into account, and (b) it allows the modeling of gesture
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Figure 1: Sensorimotor simulation of percussion gestures: mo-
tion capture data from real timpani performers are used to identify
mallet extremity trajectories as well as biomechanical parameters,
which are the inputs of physics-sensorimotor framewrok for simu-
lating timpani gestures.

responsiveness to external disturbances. However, these advan-
tages turn rapidly into diffculties when the question comes to de-
termining this huge set of parameters, especially considering the
complexity of the human body.

A method is of course to consider a simplified gesture model
with regards to the number of limbs and joints’ degrees of freedom,
and to relate this limited set to anthropomorphic tables. In our
case, the anthropometry arises from pre-recorded motion data, and
we consider a system representing the upper-body augmented with
timpani mallets totalling 11 rigid bodies articulated by 33 degrees
of freedom, and specifically for each arm, 4 bodies (clavicle, upper
arm, forearm, mallet) and 12 degrees of freedom (neck, shoulder,
elbow, wrist).

Another difficulty resides in the processing of forces/torques
to set the gesture model into motion, especially when noticing
that no unique couple (forces, torques) exists at each simulation
step-time, so that the gesture model can achieve the task. We
propose a control strategy composed of a cascaded combination
of two inverse processes that infer an estimation of the needed
forces/torques based on real motion data.

ΘC = K−1(XC ) (4)
τC = D−1(ΘC ) (5)

The first inverse processK−1 infers joint angle trajectories
ΘC (neck, shoulder, elbow, wrist) from pre-recorded trajectories
of mallet extremityXC , cf. equation (4). The second inverse pro-
cessD−1 infers the torquesτC to apply on limbs (clavicle, upper
arm, forearm and mallet) from the computed joint angle trajecto-
ries ΘC , cf. equation (5). More details about the sensorimotor
control scheme involving these inverse processes as well as algo-
rithmic issues are available in [23].

3.2. Simulation Aspects for/in Sonification

The sensorimotor control of the proposed gesture model enables
the simulation of whole arm gestures from the specification of mal-
let extremity trajectories. As a result, the sensorimotor control and
simulation of the gesture model provides kinematic motion param-
eters such as limbs positions and orientations (and their respective
time derivatives), as well as physical motion parameters such as
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Figure 2: (a) Recorded (black) and simulated (grey) vertical tra-
jectories of mallet extremity, (b) simulated vertical trajectories of
wrist, elbow and shoulder joints (respectively black, dark grey and
light grey), (c) simulated curves of wrist transversal-torque, and
(d) elbow flexion-torque. Sphere markers on each timeline repre-
sent time occurences of beat impacts.

estimated torques, as represented on Figure 2.

As an illustration of generated kinematic parameters, the pre-
recorded height trajectory of the mallet extremity given as an input
to our gesture model is depicted in Figure 2(a) (black line), in com-
parison to the simulated height trajectory (grey line). This shows
an accurate tracking of the initial trajectory between the various
beat impacts represented by the local extrema on the trajectories.
Figure 2(b) presents the simulated height trajectories of arm joints:
wrist (black), elbow (dark grey) and shoulder (light grey). Typi-
cally, one can notice the entrainment of wrist and elbow heights
compared to the height of the mallet extremity, while the shoulder
height is somewhat constant.

As for physical parameters, Figures 2(c) and 2(d) show torque
curves, respectively for the wrist (transversal component) and the
elbow (flexion component). These two torque curves reveal two
behaviors which differ from their macro/micro action on the mo-
tion control. On the one hand, the flexion component of the el-
bow torque curve, Figure 2(d), shows a macro action in the sense
that forearm movements show a sort of pendulum motion. During
preparatory phases (between two beat impacts), this macro action
is characterized by an increase of flexion torque during the first
half for elevating the forearm, and a decrease during the second
half since the weight of the forearm helps in gaining momentum in
the view of the next beat impact. On the other hand, the transversal
component of the wrist torque curve, Figure 2(c), shows a micro
action in the sense that wrist torques seem to act on motion control
around beat impacts. Wrist torques indeed rapidly increase slightly
before impacts, remain almost constant during impact time, and
rapidly decrease slightly after impacts. This micro action could
for instance be explained by the need of fine control interaction
mechanisms during beat impacts.

Combining such kinematic (limbs position, orientation) as well
as physical parameters (torques) can finally be of great interest
since all of these parameters are not easily visually accessible.
Particularly in the case of estimated torques, while such param-
eters could be involved in playing strategies and variations in ges-
ture articulations, findind an auditory representation appears to be
a much more relevant approach, than a visual representation that
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Figure 3: Investigation on the effect of mallet mass on wrist
torques – simulation of a single roll played legato, mallet height
extremity trajectory (a), under a mass variation of the mallet (e).
Simulated curves of wrist transversal-torque (b), flexion-torque (c)
and twist-torque (d) with their up-down envelopes, as well as their
respective ranges (f-g-h).

would probably just overload the visualization.
As an illustration, we investigated this point by studying the

effect of physics parameters of a simulated timpani performance
on the generated torques. We specifically investigated the effect of
a variation of the mallet mass on the generated torques at the wrist
level. Figure 3 reflects this study in the case of a simulation of a
single roll played legato, and especially shows wrist torque trajec-
tories in relation with the mass variation. Figure 3(a) represents
the height of the mallet extremity during the single roll simulation,
while Figure 3(e) shows the piecewise increase/decrease of the
mallet mass along the simulation, with a maximum mass factor of
eight times the original mallet mass. Figures 3(b-c-d) show respec-
tively the corresponding torque trajectories at the wrist level (for
each component transversal-flexion-twist) in response to the mal-
let mass variation, as well as with their up-down envelopes. The
difference between up-down envelopes,i.e. torque ranges curves,
are represented for each component in Figures 3(f-g-h). Interest-
ingly, these range trajectories reflect the torque increase for each
component involved during the simulation as a means of counter-
acting the growing mass of the mallet. This same cause/effect re-
lationship can also be seen during the decrease of the mallet mass,
where torque ranges decrease progressively.

4. GESTURE SONIFICATION

The gesture sonification was designed by carefully mapping move-
ments to sound parameters based on our earlier experience of move-
ment sonifications [9]. We further decided to leave the control of
some aspects of the sonification to the user. The guidelines of the

mapping design can be summarized as follows:

1. Sonification of the motion data: all moving joints, shoul-
der, elbow, wrist as well as the mallet should be included
into the sonification. The various moving parts should be
as good as possible distinguishable in the resulting sound
stream so that one can perceive the different movement pat-
terns as acoustically well articulated and distinct. The soni-
fication should lead to anauditory gestaltthat allows to add
complementary information from the simulation.

2. Since the movement directions from the timpani player such
as up-down, back-forth and left-right correspond to the base
vectors of the coordinate system, the joint positions (x, y, z)
and their velocities can be directly mapped to sound param-
eters. The up and down movement should be acoustically
distinguishable.

3. The amplitude of the velocity of each joint component was
normalized for each channel over different gesture articu-
lations. This decision was made since we wanted to make
sure that even minute movements from the shoulder would
be loud enough in order to compare it with the strong am-
plitude variations on the wrist or mallet. Furthermore the
normalization factor was the same for the left and the right
part of each component, so that asymmetries in the move-
ment could be detected in the sonification. The scaling was
performed over all the different gesture articulations.

4. The torques of shoulder, elbow and wrist should be inte-
grated into the sound stream. Since the torques are vectors
whose orientation is of interest, they should be mapped to
a sonification parameter that still allows to attribute the re-
sulting sound to the same joint.

5. The sonification of the left and right sides of the avatar
should be distributed to the stereo panorama, as this map-
ping allows for a natural separation and distinction of the
alternating dynamics of the arm movement.

6. The user should have control over relevant sonification pa-
rameters. More specifically the user should be able to either
explore only the sonification of the movement patterns or
mix them together with the sonification of the torques.

In the implementation of these guidelines, we decided for a
mix between additive and subtractive synthesis schemes. For the
velocity of the components(x, y, z) of each joint a sound was gen-
erated with a base frequency and a set of 5 overtones, whose gain
was decaying with reciprocal to its order,1/n. The set of over-
tones ensured that the sound of each joint did not disappear in the
overall sound stream, and could still be perceived as a tone with a
defined pitch. The base frequency of the tone was modulated by
the corresponding component of the torque. The gain of this sound
was controlled by the velocity of the joint component. Analogous
to a whitening procedure the mapping of the normalized data was
given by velocity[0.0 ... 0.4]→ gain [-60 ... 0] dB, using a linear,
clipped mapping function with the given range limits. The mixing
between additive and subtractive synthesis was controlled by the
sign of the correspondent velocity component.

The implementation in theSuperCollider[25] sound synthesis
program reads:

LinXFade2.ar(
Klank.ar(‘[partials, gain, ring], noise, freq),
Klang.ar(‘[partials, gain, phase], freq),
mix, gain) * AmpCompA.kr(freq, freqmin);

);
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HereinLinXFade2is a unit generator that fades between the
two synthesis unit generatorsKlank for substractive synthesis and
Klang for additive synthesis. The unit generator Klank implements
an array of two pole resonant filter based on [26] where the band-
width is given as 60dB ring decay time.

The input signal for the subtractive synthesisnoise is pink
noise. The parameterring is an array with the 60dB ring decay
time for each filter partial. The parametermix ranging from−1
to 1 was mapped to the torques, whilegain corresponded to the
component velocity, both with flexible scaling.

Additionally we added a basic psychoacoustic amplitude com-
pensation as provided by SuperCollider with the ClassAmpCompA,
implementing an ANSI A-weighting curve. Herefreq is the fre-
quency for which the amplitude is compensated for andfreqminis
the lowest frequency for which the compensation function applies.

We developed two frequency schemes that were mapped to the
12 components of the moving joints. The frequencies were linearly
mapped on the pitch scale with equidistant intervalls between 3
octaves and 7 semitones covering a frequency range between100
and1200 Hz. In the first mapping we grouped the frequencies with
respect to joints starting with the shoulder’sx, y, z component for
the 3 lowest frequencies the middle ones to elbow and arm-wrist
ending up with the 3 highest assigned to thex, y, z component of
the stick.

The second scheme grouped the frequencies according to the
x, y, z directions of movement, by assigning the 4 lowest frequen-
cies to all thex components of shoulder, elbow, arm-wrist and
stick. The middle and highest 4 frequencies to they andz compo-
nent respectively.

5. THE USER INTERFACE

For a better control of the sonification process we developed a min-
imal graphical user interface. In this interface a rendered video of
the avatar was played back simultaneously with the sonification of
the movement data, as depicted on Figure 4.

The sonification of each component for each joint can be swit-
ched on and off individually. For each joint all the 3 compo-
nents can also be switched on simultaneously. The individual and
grouped component for each joint can also be controlled for both
sides of the timpani player, Figure 4(a). The amount of mixing
between additive and subtractive synthesis can also be adjusted by
a slider (bottom part of Figure 4(a)).

Figure 4(b) further shows that the playback range of the data
could be set as well as the playback speed. A play button starts
and stops the sonification. A second button next to it allows to
change the scaling of the data from individual to global maxima.
Additionally the two frequency mapping schemes can be selected
through a toggle. In the background there is a fullscreen graphical
display of the velocity of each component of the joint. Depending
on what data is selected for sonification the corresponding part of
the graphical display is highlighted.

Video examples of the application together with examples from
the subsequently described user test can be found on the web:
http://tinyurl.com/2vo3k4w

6. EVALUATION OF THE MULTIMODAL DISPLAY

While developing the application our assumption, that sonifica-
tion together with a visual representation influences the perception

(a) (b)

Figure 4: (a) The data selection interface together with (b) the
visualization of the avatar.

of the avatars’ movements was supported through working expe-
rience. After some time of learning how to read the visual rep-
resentation of the avatar, different gesture articulations could be
distinguished. Sonification however seemed to highlight immedi-
ately the differences in the movement patterns. We were interested
to evaluate the impact of sonification on untrained users’ capabil-
ity to discern gesture articulations and therefore set up a psycho-
physical experiment.

As a null hypothesis, we assumed that the display contained
no relevant information which would help the subjects to distin-
guish different gesture articulations. Hence deciding wether two
gesture articulations were the same or different would correspond
to a discrete random process. By testing this on each of the three
stimulus cases –i.e. auditory, visual and audio-visual individu-
ally – we wanted to find out in which particular way sonification
contributes to the perception of the avatar’s movements in the mul-
timodal display.

6.1. The Experiment

The subjects were confronted with pairs of stimuli and were asked
to rate if they perceived them as same or different. The stimuli
consisted of 4 seconds of the the avatars movements, the starting
point of which were slightly varied. Therefore the subjects could
not base their decision on auditory or visual cues from the begin-
ning or the end of the stimuli.

At the beginning of the experiment, the subjects were briefly
instructed how to proceed by showing them one short excerpt of
the kind of stimuli they would encounter. This instruction phase
was kept short in order to avoid learning effects to set in. Further,
the subjects were instructed that they would have to distinguish
four different gesture articulations of the avatar: accent (A), legato
(L), staccato (S), vertical accent (V).

The combination of all four gesture articulations gives16 pairs,
4 of them with the same stimulus and12 with different stimuli. In
order to balance the ratio between same and different stimuli pairs
we added the4 pairs with the same stimulus a second time, giving
a ratio of12 different to8 same stimuli pairs. For the sonifica-
tion the second frequency scheme as described above was chosen.
Playback speed was set to the original speed of the simulation.
12 tests subjects were recorded,2 of them were female. The age
ranged from 22 to 34 years. The three stimuli condition auditory,
visual, and audio-visual were systematically varied. We therefore
recorded two subjects for each of the6 possible permutations of
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the3 stimuli pairs. The sequence of stimuli within one condition
was randomized. The whole experiment lasted about 20 minutes
for a single subject. The visualization of the avatar was presented
from within the application on a flat screen and the display of
the time-series and the data-selection interface was minimized, the
sound was displayed via AKG K 272 HD headphones. After the
experiment the subjects were asked if they play an instrument and
how the different presentation forms helped them to accomplish
the task.

6.2. Results

The evaluation of the results from the experiment are compiled in
Figure 5. The histograms show in the vertically axis a scalar value
for similarity (0− 1) which was the mean rating of all subjects for
a given stimuli condition. The first four vertical bars represent the
cases where the same stimuli in one pair were compared by the
subjects. The fact that none of these four combinations were rated
unanimously as same is due to the variation in the beginning of the
playback as explained earlier. This phase-shift seems to noticeably
influence the perception and gestalt formation of rhythmic struc-
tures. The following 12 pairs are those where the subjects were
confronted with different stimuli. They are ordered such that the
combination AL and its inverse LA are next to each other. The null
hypothesis represents the horizontal line at0.5, which is equivalent
to random guessing. The other dashed horizontal lines represent
the95% confidence interval. It differs for the first four cases since
they appeared twice as often in the stimuli. Hence the total num-
bers of samplesn and therefore the probability of deviating from
the null hypothesis differed.

In the case of the auditory-only display, we find that the4 stim-
uli pairs with the same gesture articulations received high mean
values for similarity. Most of the pairs with stimuli of different
gesture articulations received small similarity values, except the
first AL and LA (outside the confidence interval) and the last two
(SV, VS). In fact, these two pairs contained gesture articulations,
which are very similar to each other. The similarity rating for both
was around random rating except for the case LA, which had a
tendency to be wrongly rated as similar.

In the case of the visual-only display the subjects had appar-
ently more difficulties to recognize the same gesture articulations.
Also different gesture articulations were recognized with less con-
fidence except for the combination SL. Interestingly when com-
paring with the auditory-only condition, combinations AL and LA
made of visually similar movements became less similar although
found with ratings close to random rating. However VS was sig-
nificantly wrongly rated as similar.

In the case of audio-visual display, we see how the good recog-
nition of the same gesture articulations from the auditory part was
adopted. Also the discrimination of the very distinct gesture artic-
ulations was apparently easy. The similar gesture articulation pairs
(AL, LA, SV, VS), however could not be distinguished adequately
compared to auditory-only and visual-only conditions. They were
even more wrongly rated as similar.

The feedback from the subjects was very diverse. Most men-
tioned that they found it easier to use the sonification for the dis-
crimination task. Some mentioned that they would have preferred
to practice before the actual experiment. Subjects also reported
that it was difficult to follow two features in the visual display at
the same time, such as the movement of shoulder and hand wrist.
One subject explicitly reported that the unimodal auditory and vi-
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Figure 5: Histograms of the rating from the pairwise stimuli for
the three conditions auditory, visual and audio-visual.

sual stimuli, were easier for the given task. In the multimodal case
this subject said it seemed to have overheard certain acoustic dif-
ferences.

6.3. Conclusions from the Experiment

The evaluation of the experiment shows audio and visual displays
contains relevant information for the subjects to partly succeed in
solving the given discrimination task. The phase in which a repet-
itive movement is started seems to have a noticeable effect for the
auditory as for the visual gestalt formation in perception. The com-
bined visual and auditory information in the display however did
not lead to a better discrimination, but rather emphasized the con-
fusion of gesture articulations (AL, LA, SV, VS) detaining com-
mon features. Therefore similar gesture articulations had a ten-
dency to be rated as same. Sonification seemed to influence the
subjects’ confidence to recognize gesture articulations as differ-
ent, for those cases where it was more obvious. We think that this
can be explained within the framework of cognitive load theory
[27, 28], where evidence can be found that if we split our atten-
tion onto two perceptional modes, like auditory and visual, both of
these modes have only limited resources and therefore have diffi-
culties to perform well for a given task.
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7. SUMMARY AND FUTURE WORK

In this paper we have introduced a method and tool for the soni-
fication in combination with the visualization of simulated avatar
movements. We have given examples where data from the sim-
ulation like torques can be interestingly integrated into the soni-
fication concept. In a psychophysical experiment we investigated
some basic properties of the presented audio-visual display. The
results from the experiment show that sonification is at least as
useful for discriminating movement patterns as the visual repre-
sentation of the avatar. However the combined multimodal dis-
play does not provide the user with more clues to discriminate the
movements.

Our results open up some interesting research questions to be
answered in the future. The first one is if we can design a multi-
modal interface with a better perceptual integration of both visual
and auditory modalities. If so, can similar gesture articulations
be better differentiated? Furthermore, it would be interesting to
find out how experience with the multimodal display changes with
learning and how we make use of the auditory and visual informa-
tion if they are presented at the same time. We also plan to eval-
uate systematically how the sonification of torques is integrated
with the visual display, knowing that they are practically invisible
in the movement itself. We further want to investigate how people
make use of the data-selection interface in order to better under-
stand the different gesture articulations. Here we are particularly
interested how many data channels need to be sonified in order to
evoke noticeable differences. This is important in so far as in a
visual display we can decide where to look, whereas it is far more
difficult to willingly isolate selected features in an auditory stream.
This is where the interactive aspect of the sonification interface can
have a beneficial role.
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